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Increasing the Robustness of Acoustic Multichannel Equalization by Means of Regularization

ABSTRACT

The performance of acoustic multichannel equalization techniques, which are based on estimating and inverting the room impulse responses (RIRs) between the source and the microphone array, is known to be very sensitive to estimation errors of the RIRs. In order to increase the robustness, it has been proposed to use regularization with the aim of decreasing the energy of the inverse filters. This regularization approach has been successfully applied to least-squares techniques such as exact and partial multichannel equalization based on the multiple-input/output inverse theorem (P-MINT).

In this paper we incorporate regularization in the recently proposed relaxed multichannel least-squares (RMCLS) and channel shortening (CS) techniques and investigate its effectiveness on all considered equalization approaches. Experimental results for speech dereverberation show that using regularization in P-MINT and CS yields a significant performance increase both in terms of reverberant tail suppression as well as perceptual sound quality.

Index Terms — acoustic multichannel equalization, robustness, channel estimation errors, regularization, dereverberation

1. INTRODUCTION

Speech signals recorded in an enclosed space by microphones placed at a distance from the source are often corrupted by reverberation, which arises from the superposition of many delayed and attenuated copies of the anechoic signal. Reverberation causes signal degradation, typically leading to decreased speech intelligibility and performance deterioration in speech recognition systems. Hence, many speech communication applications such as voice-controlled systems, hearing aids, and teleconferencing applications require effective dereverberation algorithms.

Acoustic multichannel equalization techniques [1, 2, 3], which are based on estimating and inverting the room impulse responses (RIRs) between the source and the microphone array, comprise an attractive approach to speech dereverberation, since in theory perfect equalization can be achieved. A well-known technique that aims at perfect equalization is the multiple-input/output inverse theorem (MINT) [3], which in practice however suffers from several drawbacks. Since the estimated RIRs typically differ from the real ones (e.g. due to measurement noise or variations of the source-microphone configuration), inverse filters designed using MINT will generally cause large distortions in the output signal [4]. On the other hand, partial equalization techniques such as partial multichannel equalization based on MINT (P-MINT) [2], relaxed multichannel least-squares (RMCLS) [1], and channel shortening (CS) [5] have been shown to be significantly more robust. Since late reverberation is the major cause of sound quality degradation, the objective of such approaches is to shorten the room impulse response (RIR) by suppressing only the reverberant tail.

In order to decrease the sensitivity of MINT to fluctuations and estimation errors of the RIRs, it has been proposed to use a regularized least-squares approach to reduce the energy of the designed inverse filters [6]. In [2] we have shown that incorporating regularization in P-MINT leads to a significantly higher suppression of the reverberant tail in the presence of channel estimation errors. However, the influence of regularization on the perceptual sound quality has not yet been investigated.

In this paper, the effect of integrating a regularization term in all aforementioned acoustic multichannel equalization techniques is extensively investigated. To this end, the RMCLS and CS approaches are extended, leading to regularized RMCLS and regularized CS, respectively. The robustness and performance of all approaches is evaluated in terms of reverberant tail suppression and perceptual sound quality.

2. ACOUSTIC MULTICHANNEL EQUALIZATION

Fig. 1 depicts an M-channel acoustic system, where the room impulse response between the source and the m-th microphone is denoted by

\[ h_m = [h_m(0) \ h_m(1) \ \ldots \ h_m(L_h - 1)]^T, \ m = 1, \ldots, M, \ (1) \]

with \( L_h \) the length of the RIR and \( \{\cdot\}^T \) denoting the transpose operation. Given inverse filters \( g_m \) of length \( L_g \), i.e. \( g_m = [g_m(0) \ g_m(1) \ \ldots \ g_m(L_g - 1)]^T, \ m = 1, \ldots, M, \) the output of the multichannel equalization system is equal to

\[ \hat{s}(n) = s(n) * \sum_{m=1}^{M} h_m(n) * g_m(n) = s(n) * c(n), \ (2) \]

where * denotes the convolution operation, \( n \) is the time index, and the \((L_h + L_g - 1)\)-dimensional vector \( c \) is defined as the equalized impulse response (EIR) between the source and the output signal. Using the concatenated convolution matrix \( H \) and the stacked vector of inverse filters \( g \), i.e.

\[ H = [H_1 \ H_2 \ \ldots \ H_M]_{(L_h + L_g - 1) \times ML_g}, \ (3) \]

\[ g = [g_1^T \ g_2^T \ \ldots \ g_M^T]_{ML_g \times 1}, \ (4) \]

\[ [s_1(n) \ s_2(n) \ \ldots \ s_M(n)]^T \quad [g_1(n) \ g_2(n) \ \ldots \ g_M(n)] \]

\[ \hat{s}(n) \]

Fig. 1. Multichannel equalization system
with $H_m$, the $(L_d + L_g - 1) \times L_d$-dimensional convolution matrix of $h_m$, the EIR can be expressed as

$$c = Hg$$  \quad (5)

Inverse filters $g$ can then be constructed based on different design objectives for $c$.

**MINT.** The multiple-input/output inverse theorem [3] aims to recover the anechoic speech signal up to a delay $\tau$ by minimizing the least-squares cost function

$$J_{\text{MINT}}(g) = \|Hg - d\|_2^2$$  \quad (6)

with

$$d = [0 \ldots 0 1 0 \ldots 0]^T_{\tau(L_a + L_g - 1)}.$$  \quad (7)

It has been shown in [3] that when the RIRs do not share any common zeros in the $z$-plane and when $L_g \geq \left\lceil \frac{L_a - 1}{M}\right\rceil$, inverse filters that perfectly equalize the channel can be computed as

$$g_{\text{MINT}} = H^+d,$$  \quad (8)

where $\{\cdot\}^+$ denotes the Moore-Penrose pseudo-inverse. However, in practice, the estimated room impulse responses generally differ from the real ones, and the application of the MINT inverse filters leads to large distortions in the output signal.

Experimental investigations e.g. in [1, 2] have shown that techniques aiming only at partial equalization such as the ones described below are significantly more robust in the presence of channel estimation errors.

**P-MINT.** The partial multichannel equalization approach based on MINT aims at setting the reverberant tail of the EIR to 0, while still controlling the remaining taps corresponding to the direct path and early reflections [2]. To accomplish this objective, the first part of one of the estimated RIRs is used as the target response in (6), i.e.

$$J_{\text{P-MINT}}(g) = \|Hg - h_p^d\|_2^2$$  \quad (9)

where

$$h^d_p = [0 \ldots 0 h_p(0) \ldots h_p(L_d - 1) 0 \ldots 0]^T_{\tau(L_a + L_g - 1)}.$$  \quad (10)

with $p \in \{1, \ldots, M\}$ and $L_d$ denoting the length of the direct path and early reflections (in number of samples), which is typically considered to be between 50 and 80 ms. Inverse filters that partially equalize the channel can then be computed as

$$g_{\text{P-MINT}} = H^+h^d_p.$$  \quad (11)

**RMCLS.** The relaxed multichannel least-squares technique [1] aims at setting the reverberant tail of the EIR to 0, while putting no constraints on the direct path and early reflections. This can be achieved by introducing a weighting matrix $W$ in the least-squares cost function in (6), i.e.

$$J_{\text{RMCLS}}(g) = \|W(Hg - d)\|_2^2$$  \quad (12)

with $W = \text{diag}(w)$, and

$$w = [1 \ldots 1 0 \ldots 0 1 \ldots 1]^T_{\tau(L_a + L_g - 1)}.$$  \quad (13)

Inverse filters minimizing (12) can be computed as

$$g_{\text{RMCLS}} = (WH)^+Wd.$$  \quad (14)

**CS.** Channel shortening aims at suppressing the reverberant tail by maximizing the ratio of the energy in the first $L_d$ taps and in the remaining taps of the EIR [1]. This optimization problem is expressed in terms of a generalized Rayleigh quotient maximization problem, i.e.

$$J_{\text{CS}}(g) = \frac{g^T(Bg)}{g^TAg} = \frac{\|Hg\|_2^2}{\|Hg\|_2^2 + \|\delta g\|_2^2}.$$  \quad (15)

where

$$A = H^T\text{diag}(w_d)^T\text{diag}(w_d)H,$$  \quad (16)

$$B = H^T\text{diag}(w_u)^T\text{diag}(w_u)H,$$  \quad (17)

$$w_d = [0 \ldots 0 1 0 \ldots 0]^T_{\tau(L_a + L_g - 1)},$$  \quad (18)

$$w_u = [1 \ldots 1 0 \ldots 0]^T_{\tau(L_a + L_g - 1)}.$$  \quad (19)

Maximizing (15) is equivalent to solving the generalized eigenvalue problem $Bg = \lambda Ag$, where the optimal filter $g$ is the generalized eigenvector corresponding to the largest generalized eigenvalue. However, since multiple eigenvectors maximize (15), in [1] it has been proposed to use the eigenvector leading to the minimum $L_2$-norm EIR.

### 3. Regularization in Acoustic Multichannel Equalization

The estimated room impulse responses $\hat{h}_m(n)$ generally differ from the real ones (e.g. due to the sensitivity of blind system identification methods to interfering noise), i.e.

$$\hat{h}_m(n) = h_m(n) + \epsilon_m(n),$$  \quad (20)

with $\epsilon_m(n)$ the estimation error. When equalization filters are designed using these erroneous estimates, the output signal is equal to

$$\tilde{s}(n) = \sum_{m=1}^M s(n) * h_m(n) * g_m(n)$$  \quad (21)

$$= \sum_{m=1}^M s(n) * \left[h_m(n) - \epsilon_m(n)\right] * g_m(n)$$  \quad (22)

$$= \sum_{m=1}^M s(n) * h_m(n) * g_m(n) - \sum_{m=1}^M s(n) * \epsilon_m(n) * g_m(n).$$  \quad (23)

The first term in (23) represents the desired speech signal whereas the second term represents the distortion introduced due to the channel estimation errors. When the designed inverse filters have low energy, then the value of the distortion term is also small. To decrease the energy of the inverse filters, a regularization term $\delta \|g\|_2^2$ can be incorporated in all the previously discussed cost functions, with $\delta$ a regularization parameter controlling the weight given to the minimization of the energy of the inverse filters.

**Regularized MINT.** In the regularized MINT approach in [6], the cost function in (6) is extended to

$$J_{\text{RMINT}}(g) = \|Hg - d\|_2^2 + \delta \|g\|_2^2$$  \quad (24)

By setting the gradient of (24) to 0, the inverse filters can be computed as

$$g_{\text{RMINT}} = (H^TH + \delta I)^{-1}H^Td.$$  \quad (25)
where $I$ is the $(ML_g) \times (ML_g)$-dimensional identity matrix.

**Regularized P-MINT.** Similarly to the regularized least-squares approach for MINT, the P-MINT cost function is extended to [2]

$$J_{\text{BP-MINT}}(g) = \|Hg - h_d\|^2_2 + \delta \|g\|^2_2$$

(26)

Minimizing (26) yields the regularized P-MINT inverse filters

$$g_{\text{BP-MINT}} = (H^TH + \delta I)^{-1}H^T h_d.$$  

(27)

It has been shown in [2] that the regularized P-MINT approach achieves a significantly higher suppression of the reverberant tail in comparison to P-MINT. Hence, in the following we propose to also incorporate the regularization term $\delta \|g\|^2_2$ into the RMCLS and CS equalization techniques.

**Regularized RMCLS.** Since RMCLS is also a least-squares approach, the incorporation of a regularization parameter can be done similarly as before, i.e.

$$J_{\text{RRMCLS}}(g) = \|W(Hg - d)\|^2_2 + \delta \|g\|^2_2$$

(28)

By setting the derivative of (28) to 0, the regularized RMCLS inverse filters can be computed as

$$g_{\text{RRMCLS}} = [(WH)^T(WH) + \delta I]^{-1}(WH)^T W d.$$ 

(29)

**Regularized CS.** In order to integrate a regularization parameter in channel shortening, we reformulate the maximization problem in (15) in terms of a generalized Rayleigh quotient minimization problem, such that the regularized CS cost function to be minimized can be defined as

$$J_{\text{RCS}}(g) = \frac{g^T A g}{g^T B g} + \delta \|g\|^2_2$$

(30)

However, since no analytical solution to (30) exists, we have used a non-linear optimization technique for minimizing this cost function. In order to improve the numerical robustness and the convergence speed of the optimization technique, the gradient

$$\frac{\partial J_{\text{RCS}}(g)}{\partial g} = 2 \left( \frac{(g^T B g) A g - (g^T A g) B g}{(g^T B g)^2} \right) + 2 \delta g,$$

(31)

and the Hessian

$$\frac{\partial^2 J_{\text{RCS}}(g)}{\partial^2 g} =$$

$$2 \left[ \frac{(g^T B g) A - (g^T A g) B + 2(A g g^T B - B g g^T A) A}{(g^T B g)^2} \right] - 4 \left( \frac{(g^T B g) A - (g^T A g) B}{(g^T B g)^3} \right) + 2 \delta I,$$

(32)

can be provided. It should be noted that this approach is sensitive to the initial vector provided to the numerical optimization algorithm, sometimes getting stuck into local minima. However, in an attempt to find optimal inverse filters, we have analyzed a set of initial vectors and have selected the optimal solution as the one leading to the highest perceptual sound quality (cf. Section 4).

Increasing the parameter $\delta$ in all the regularized techniques presented above decreases the norm of $g$, making the inverse filter less sensitive to estimation errors of the RIRs. However, increasing this parameter also reduces the equalization performance with respect to the true RIRs, resulting in a trade-off between performance for perfectly estimated room impulse responses and robustness in the presence of channel estimation errors.

### 4. EXPERIMENTAL RESULTS

To investigate the effectiveness of regularization for the considered equalization techniques, we have used a measured 2-channel system with reverberation time $T_{60} \approx 600$ ms as the true system to be equalized. In order to generate the estimated room impulse responses, the actual RIRs are perturbed by adding scaled white noise as proposed in [7], i.e. $h_{\text{mod}}(n) = h_m(n) + \epsilon_m(n)h_{\text{true}}(n)$, where $\epsilon_m(n)$ is an uncorrelated Gaussian noise sequence with zero mean and $-33$ dB variance, such that the channel mismatch

$$E_m = 10 \log_{10} \frac{\|h_{\text{mod}} - h_d\|^2_2}{\|h_m\|^2_2} = -33 \text{ dB},$$

(33)

is generated. In addition, the sampling frequency is $f_s = 16$ kHz and the simulation parameters are set to $L_h = 2000$, $L_d = 1999$, and $\tau = 0$. The considered desired window lengths are 10 ms, 20 ms, 30 ms, 40 ms, and 50 ms. Furthermore, the target response in P-MINT is chosen as the direct path and early reflections of the first estimated channel, i.e. $h^3_1$.

The reverberant tail suppression is evaluated using the energy decay curve (EDC) of the EIR, defined as

$$\text{EDC}(n) = 10 \log_{10} \frac{1}{|c|^2} \sum_{m} c^2(i), \quad n = 0, \ldots, L_h + L_d - 2.$$  

(34)

To evaluate the perceptual sound quality we have used the objective speech quality measure PESQ [8] with $s(n) * b^2(n)$ as reference signal. It has been shown in [9] that measures relying on auditory models such as PESQ exhibit the highest correlation with subjective listening tests when evaluating the quality of dereverberated speech.

As regularization parameter $\delta$ in all regularized approaches, we have considered $\delta \in \{0, 10^{-3}, 10^{-5}, \ldots, 10^{-7}\}$, and the optimal parameter for each equalization technique is selected as the one leading to the highest perceptual sound quality, i.e. PESQ score. Such a selection procedure for the regularization parameter yields the EDCs depicted in Fig. 2 for a desired window length $L_d = 0.04 f_s$. As can be observed in this figure, the regularized MINT approach fails to equalize the channel, leading to an EDC that is only slightly lower than the one of the original RIR. On the contrary, all the partial multichannel equalization techniques are significantly more robust, leading to a similar performance in terms of the reverberant tail suppression. While the regularized RMCLS approach appears to yield the highest suppression, also the decay rates of the EDCs obtained through regularized CS and regularized P-MINT are satisfactory, with their reverberant tails being below audible levels.

Since different EIRs leading to different perceptual sound quality may have very similar EDCs (which is the case for all the partial multichannel equalization techniques in this simulation), we have also evaluated the perceptual sound quality using PESQ with $s(n) * b^2(n)$ as the reference signal for each value of the desired window length $L_d$. In order to determine the effectiveness of incorporating a regularization parameter, we have computed the difference between the PESQ scores obtained with regularization and without regularization. This difference for all considered techniques and desired window lengths is presented in Table 1. Additionally, the average change in PESQ over all considered $L_d$ values is also presented. It can be noticed that regularization is particularly useful for the P-MINT and CS approaches, leading to an average improvement of the PESQ score of 1.37 and 1.08, respectively. Furthermore, also the regularized MINT technique leads to a higher performance as

$^1$Several other channel mismatch values have been investigated which lead to similar conclusions as the ones derived here. However, these results have been omitted due to space constraints.
Fig. 2. EDC obtained using regularized CS, regularized P-MINT, regularized RMCLS, regularized MINT, and EDC of $h_1$ for the desired window length $L_d = 40$ ms compared to MINT, whereas no meaningful advantage of incorporating a regularization term for RMCLS can be noticed.

Finally, in order to compare the perceptual sound quality of the different considered techniques, Fig. 3 depicts the PESQ scores for all equalization approaches as a function of the desired window length $L_d$. It can be seen that the regularized MINT approach leads to a very similar perceptual quality as the original reverberant signal, whereas a significant improvement is achieved when using the partial equalization techniques. As illustrated in this figure, similar performance is achieved by all partial equalization techniques when the desired window length is 10 ms, while for 20 ms, 30 ms, 40 ms, and 50 ms the regularized P-MINT approach yields the highest perceptual sound quality.

5. CONCLUSION

In this paper, we have presented an extension to the recently proposed relaxed multichannel least-squares and channel shortening techniques by incorporating a regularization term in the inverse filter design. Furthermore, we have extensively investigated the effectiveness of regularization in terms of reverberant tail suppression and perceptual sound quality for all equalization techniques, i.e. MINT, P-MINT, RMCLS, and CS. Simulation results show that regularization is particularly important for P-MINT, CS, and MINT whereas for RMCLS no significant performance improvement is achieved. Furthermore, experimental results demonstrate that the regularized P-MINT approach leads to the highest quality of perceived speech in the presence of channel estimation errors.
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