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Abstract
Automatic pathological speech detection relies on deep

learning (DL), showing promising performance for various
pathologies. Despite the critical importance of robustness
in healthcare applications like pathological speech detection,
the sensitivity of DL-based pathological speech detection ap-
proaches to adversarial attacks remains unexplored. This pa-
per explores the impact of acoustically imperceptible adversar-
ial perturbations on DL-based pathological speech detection.
Imperceptibility of perturbations, generated using the projected
gradient descent algorithm, is evaluated using speech enhance-
ment metrics. Results reveal a high vulnerability of DL-based
pathological speech detection to adversarial perturbations, with
adversarial training ineffective in enhancing robustness. Anal-
ysis of the perturbations provide insights into the speech com-
ponents that the approaches attend to. These findings highlight
the need for research in robust pathological speech detection.
Index Terms: deep learning, pathological speech detection, ad-
versarial attacks, robustness

1. Introduction
The increasing aging population has led to a rise in pathologi-
cal speech conditions such as dysarthria or apraxia of speech.
These conditions are associated with neurological disorders
such as Parkinson’s disease, Amyotrophic Lateral Sclerosis, or
stroke. Diagnosing pathological speech in clinical practice in-
volves time-consuming and expensive auditory-perceptual as-
sessments by speech and language pathologists. To help allevi-
ate this burden on the healthcare system, efforts within the re-
search community are focused on developing automatic patho-
logical speech detection approaches. Previous research relied
on handcrafted acoustic features combined with classical ma-
chine learning algorithms for this task [1–5]. With the emer-
gence of deep learning (DL) and its success in many fields [6,7],
there is now a substantial number of studies aiming to leverage
DL for automatic pathological speech detection [8–15]. These
methods accept various input speech representations and utilize
different architectures.

Despite the remarkable success of DL algorithms, they are
vulnerable to adversarial attacks where crafted imperceptible
perturbations can mislead a network into making incorrect pre-
dictions [16]. Significant research has been conducted to de-
velop effective adversarial attacks and defense algorithms, with
adversarial training being among the first successful defense
strategies [17]. Adversarial robustness has been extensively
studied in computer vision [18], yet it has received consider-
ably less attention in the realm of audio applications. In the au-
dio domain, adversarial robustness has primarily been explored
in the context of audio classification tasks [19–22], with limited

research focusing on the adversarial robustness of speech recog-
nition systems [23, 24]. Although the robustness of healthcare
applications such as pathological speech detection is of crucial
importance, to the best of our knowledge, the adversarial robust-
ness of DL-based pathological speech detection approaches has
never been investigated.

The objective of this paper is to investigate adversarial ro-
bustness of automatic DL-based pathological speech detection
approaches. Two exemplary approaches are considered, i.e., the
convolutional neural network (CNN)-based approach proposed
in [8] and the wav2vec2-based approach in [10]. Adversarial at-
tacks are generated using the projected gradient descent (PGD)
algorithm [17], with the broadband signal-to-noise-ratio (SNR)
used to bound perturbations as in [22].

Results reveal that although the considered approaches
yield a reasonable performance for clean speech samples, their
performance is significantly affected by adversarial perturba-
tions, even at high SNR budgets. Because the broadband SNR
may not align well with how perturbations are subjectively per-
ceived, we propose to use speech enhancement metrics to eval-
uate the quality of the perturbed samples. The used metrics are
the short-time objective intelligibility (STOI) measure [25], per-
ceptual evaluation of speech quality (PESQ) [26], frequency-
weighted segmental SNR (fwSSNR) [27], and cepstral distance
(CD) [28]. All metrics confirm that at high SNR budgets, per-
turbations are imperceptible, while the performance of the con-
sidered approaches is significantly affected. Analysis of the per-
turbations provide insights into the speech components that the
approaches attend to. In addition, we show that although ad-
versarial training has been successful in improving the robust-
ness of DL-based classifiers [17], its effectiveness at improving
the robustness of DL-based automatic pathological speech de-
tection approaches is limited. Finally, we show that DL-based
automatic pathological speech detection approaches are highly
vulnerable to adversarial attacks even when noisy data augmen-
tation is used for training. These results highlight a crucial need
for developing robust automatic pathological speech detection
approaches if they are to be deployed in practical clinical set-
tings.

2. DL-Based Pathological Speech Detection
DL-based automatic pathological speech detection approaches
can be broadly grouped into two categories, i.e., i) architec-
tures operating on time-frequency input representations and
ii) architectures operating on embeddings learned in a self-
supervised manner. Approaches in the first category exploit ar-
chitectures such as CNNs [8], recurrent neural networks [14],
or autoencoders [11], to learn pathology-discriminant features
from input representations such as the short-time Fourier trans-



form (STFT) [8], Mel frequency cepstral coefficients [12, 13],
or Mel spectrograms [11]. Approaches in the second category
generally exploit linear layers to learn pathology-discriminant
features from transformer-based feature extractors such as
wav2vec2 [10]. To investigate adversarial robustness in auto-
matic pathological speech detection, we consider one exem-
plary approach from each of the previously described cate-
gories, i.e., the CNN-based approach operating on STFT in-
put representations from [8] and the wav2vec2-based approach
from [10].

CNN-based approach. Since the CNN-based approach ac-
cepts only fixed-size inputs, we consider fixed-size segments of
speech and compute their STFT. After computing the logarithm
of the magnitude of the STFT coefficients, these representations
are passed through a normalization layer to set their mean and
standard deviation to 0 and 1 respectively. They are then en-
coded through two convolutional layers with 64 channels, hav-
ing 2×2 and 3×3 kernel respectively. Each convolutional layer
is followed by a ReLU activation function, batch normalization,
and max-pooling with a 2×2 kernel. The second convolutional
layer is followed by a dropout module (p = 0.5). After the
dropout module, a linear layer (input size: 13376, output size:
2) is used for classification.

wav2vec2-based approach. wav2vec2-based approach ac-
cepts variable length audio as their inputs. Therefore, we con-
sider full utterances as input to the wav2vec2 base model [29]
and obtain their embeddings.

The average of the embeddings accross time after a user-
selected transformer layer (cf. Section 4.3) is then obtained for
each utterance and used as input to a model with two linear
layers (layer 1 - input size: 768, output size: 256; layer 2 -
input size: 256, output size: 2) for classification. A dropout
module (p = 0.3) is also used after the first linear layer. It
should be noted that the wav2vec2 base model is frozen and not
trained/fine-tuned, with only the linear layers trained for patho-
logical speech detection.

3. Adversarial Attacks
The objective of adversarial attacks is to obtain imperceptible
perturbations which mislead the network. Such perturbations
are found through maximizing the loss of the network’s output
for a given input. To generate imperceptible perturbations, we
bound their norm to be below an upper bound ϵ. The optimiza-
tion problem we solve to obtain these perturbations is

max
∥δ∥p≤ϵ

L(f(x+ δ; θ), y)), (1)

with x and y denoting the input (i.e., raw waveform) and its
corresponding label (i.e., neurotypical or pathological), f(·; θ)
denoting the neural network with parameters θ, L denoting the
loss function, δ denoting the perturbations, ∥·∥p denoting the
p-norm (with p = 2 or p = ∞ commonly used).

There are two different settings to solve (1): i) the white-
box setting where the adversary has access to the model’s ar-
chitecture and parameters and ii) the black-box setting where
the adversary has access only to the network’s output. Since
the adversary has full access and knowledge of the model in the
white-box setting, it can attack the network more effectively.
In this paper, we consider the white-box setting and solve (1)
iteratively using the PGD algorithm [17].

To obtain the p-norm bound, we bound perturbations
through the broadband SNR, which is a more natural measure of
perturbations for audio data [22]. The broadband SNR is given

by

SNR(δ) = 20 log

√∑N−1
n=0 x2

n√∑N−1
n=0 δ2n

, (2)

with {·}n denoting the signal sample at time index n and N
denoting the total number of samples in the waveform. As
shown in [22], using an ∞-norm bound with ϵ = 1

N
10−

α
20

guarantees a minimum of SNR of α. Using such an ϵ, one can
generate adversarial attacks for a given SNR threshold. How-
ever, it is known that the broadband SNR in (2) does not nec-
essarily correlate with how perturbations are subjectively per-
ceived. To resolve this issue, we propose to evaluate the per-
turbed samples for a given SNR bound through commonly used
speech enhancement metrics such as STOI [25], PESQ [26],
fwSSNR [27], and CD [28].

4. Experimental Settings
In this section we describe the experimental settings used for
our analysis.

4.1. Database

We use Spanish recordings from gender-balanced groups of 50
patients diagnosed with Parkinson’s disease and of 50 neurotyp-
ical speakers from the PC-GITA database [30]. Each speaker
utters 10 sentences and a phonetically-balanced text recorded at
a sampling frequency of 44.1 kHz. Recordings are downsam-
pled to 16 kHz. The average length of the considered speech
material for each speaker is 55.4 s.

4.2. Input representations

CNN-based approach. Available utterances are divided into
500 ms segments with an overlap of 250 ms. The STFT of these
segments is computed using a weighted overlapp-add frame-
work with a Hanning analysis window without overlap and a
frame size of 10 ms.

wav2vec2-based approach. As described in Section 2, full
utterances are used as input for the wav2vec2-based approach.

4.3. Evaluation and training

Evaluation is done in a speaker-independent stratified 10-fold
cross-validation framework. At each fold, 80%, 10%, and 10%
of the data is used for training, validation, and testing, respec-
tively. To account for the effect of random initialization of
the models when training, we train each model with 5 differ-
ent seeds and report the average and standard deviation of the
performance across these different seeds. The performance is
evaluated in terms of speaker-level accuracy, which is computed
through soft voting of the probability of decisions for all seg-
ments/utterances belonging to each speaker.

CNN-based approach. The CNN-based approach is
trained using the stochastic gradient decent optimizer with a
learning rate of 0.001 and a weight decay of 5 × 10−4. We
use a learning rate scheduler, such that if the validation loss
does not decrease for 5 consecutive epochs, the learning rate is
decreased by a factor of 0.5. Training stops if the learning rate
decreases beyond 10−4 times the initial learning rate or if the
maximum number of epochs is reached, which is set to 100 in
our experiments.

wav2vec2-based approach. For the wav2vec2-based ap-
proach, we freeze the wav2vec2 model and train the linear lay-
ers. Training is done using the Adam optimizer with a learning



rate of 0.1 and a weight decay of 5 × 10−4. The previously
described learning rate scheduler is also used for the wav2vec2-
based approach. It should be noted that the linear layers are
trained using embeddings from the 10th layer of the wav2vec2
model. This decision was made based on our initial investiga-
tions, which revealed that these embeddings result in the best
performance for pathological speech detection on clean sam-
ples (i.e., without adversarial perturbations). Nevertheless, the
derived conclusions regarding the adversarial robustness when
using wav2vec2 embeddings are applicable to embeddings from
any of the wav2vec2 layers.

Adversarial perturbations. For generating adversarial per-
turbations, we use the PGD algorithm with 10 iterations (PGD-
10) without random initialization and the same settings as
in [22]. The ∞-norm is used to bound the perturbations based
on the broadband SNR bound. The considered SNR bounds are
SNR = {0 dB, 10 dB, . . . , 100 dB}.

5. Experimental Results
In this section, results and insights are provided to investigate
adversarial robustness of the considered DL-based automatic
pathological speech detection approaches.

5.1. Adversarial robustness of approaches trained on clean
speech samples

In the following, the performance of the considered approaches
trained on clean data is analyzed in the presence of adversar-
ial perturbations in the test data for different SNR budgets.
The quality of the perturbations is evaluated through different
speech enhancement metrics. For reference, Table 1 presents
the accuracy of the considered approaches trained and tested on
clean data, as is typically done in the state-of-the-art literature.
It can be observed that both approaches result in an advanta-
geous performance when the test data are not perturbed, with
the wav2vec2-based approach outperforming the CNN-based
approach.

Figure 1 presents the accuracy of the considered approaches
(trained on clean data) in the presence of adversarial pertur-
bations in the test data for different SNR budgets. For ease
of comparison, the accuracy of the considered approaches for
clean test data is also presented (i.e., the same results as in Ta-
ble 1). The shaded area illustrates the standard deviation of the
performance across the different seeds when training. As can be
observed, the presence of adversarial perturbations at test time
highly affects the performance of both approaches. Although
the wav2vec2-based approach is more resilient to adversarial
attacks than the CNN-based approach, both approaches fail al-
ready at very high SNR budgets of 60 dB, with the accuracy
being below chance-level.

Since one cannot directly evaluate whether adversarial per-
turbations at a given broadband SNR are imperceptible, we
evaluate the quality of the perturbed test signals with various
speech enhancement metrics. Figure 2 presents the obtained

Table 1: Speaker-level accuracy of the considered approaches
when training and testing on clean data.

Approach Accuracy (%)

CNN-based 76.6± 2.57%
wav2vec2-based 82.6± 3.00%
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Figure 1: Speaker-level accuracy of the considered approaches
(trained on clean samples) for clean and adversarially per-
turbed test samples with different SNR bounds.
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Figure 2: STOI, PESQ, CD, and fwSSNR values of the adver-
sarially perturbed test samples with different SNR bounds.

STOI, PESQ, CD, and fwSSNR values of the perturbed test sig-
nals using their clean counterparts as reference. It should be
noted that in the used implementation of these metrics1, fully
imperceptibe differences between the perturbed and clean sam-
ples result in a STOI, PESQ, CD, and fwSSNR value of 1, 4.6,
0 dB, and 35 dB, respectively. All metrics show that the gener-
ated adversarial perturbations are imperceptible at an SNR bud-
get of 60 dB or higher. As previously discussed, the accuracy of
the considered approaches at the SNR budget of 60 dB is below
chance-level, confirming that DL-based automatic pathological
speech detection approaches are highly vulnerable to impercep-
tible adversarial attacks.

5.2. Perturbation analysis

To gain further insight on the vulnerability of automatic patho-
logical speech detection approaches to adversarial attacks, in
this section we analyse the generated adversarial perturba-
tions. To this end, we compute the average power spectral den-
sity (PSD) of the generated adversarial perturbations for the ex-
emplary SNR budget of 60 dB. It should be noted that an it-
erative gradient-based algorithm is used to generate adversarial
perturbations by solving (1). Hence, the PSDs of the generated
perturbations provide insights into the frequency components
that the approaches are attending to.

Figure 3 depicts the average PSD of the adversarial pertur-
bations for both considered approaches. For reference, we also
present the average PSD of the clean samples. The PSD of the
adversarial perturbations for both approaches exhibits higher
values at higher frequencies compared to lower frequencies, de-
spite speech signals containing more information in the lower
frequency components. This analysis suggests that the consid-

1https://github.com/schmiph2/pysepm
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Figure 3: PSD of the generated adversarial perturbations and
of the clean samples for an exemplary SNR budget of 60 dB.

ered approaches are highly susceptible to input changes in the
higher frequency components, indicating their lack of robust-
ness and tendency to learn irrelevant features from the higher
frequency components of speech. Future research will focus on
methods to mitigate this sensitivity to high frequency compo-
nents.

5.3. Adversarial training of the CNN-based approach

As mentioned in Section 1, adversarial training is one of the
most effective defense strategies for adversarial robustness [17].
In this section, we investigate whether adversarial training is
effective at increasing the adversarial robustness of pathologi-
cal speech detection. As adversarial training of the wav2vec2-
based approach demands computational resources beyond our
current capabilities, the results presented in the following are
focused on the CNN-based approach.

For adversarial training, we use an exemplary SNR bud-
get of 60 dB. Perturbations generated for this SNR budget are
then incorporated into the training of the CNN-based approach.
Once the model is trained, we attack it and evaluate its perfor-
mance on adversarially perturbed test data. Figure 4 depicts
the performance of the adversarially trained model (denoted
by CNN-A) for newly generated perturbations with different
SNR bounds. The performance on clean test samples is also
depicted. For ease of comparison, the performance of the non-
adversarially trained CNN-based approach (denoted by CNN)
from Section 5.1 is presented again. It can be observed that
the performance of CNN-A on clean samples is lower than the
performance of CNN. This is to be expected, since adversari-
ally perturbed samples are used for training CNN-A. Most im-
portantly, it can be observed that although the performance of
CNN-A is overall higher than the performance of CNN in the
presence of adversarial perturbations, the accuracy remains nev-
ertheless very low. These results demonstrate that adversarial
training is not sufficient on its own at increasing the robustness
of pathological speech detection. This could be attributed to
label noise in the data, the use of inadequate or underpowered
models, and reliance on the typically small datasets available in
this field.

5.4. Adversarial robustness of the CNN-based approach
trained on noisy speech samples

Data augmentation has been shown to benefit generalization of
DL-based classifiers. In this section, we analyse the adversar-
ial robustness of pathological speech detection when training
data is augmented with noisy speech samples, as opposed to
Section 5.1 where clean speech samples are used for training.
Similarly to Section 5.3, these analyses are presented only for
the CNN-based approach.

To introduce noise in the training data, we use 6 different
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Figure 4: Clean and adversarial accuracies for the CNN-based
approach: model trained on clean samples (CNN) and adver-
sarially trained model with an SNR budget of 60 dB (CNN-A).

Table 2: Speaker-level accuracy of the CNN-based approach
(trained on noisy samples) for noisy and adversarially per-
turbed noisy test samples with an SNR budget of 60 dB.

Noise type Noisy accuracy Adversarial accuracy

CAFE 67.2± 5.0% 1.8± 1.2%
FOODCOURT 65.2± 3.2% 2.0± 1.7%
KITCHEN 67.4± 3.1% 3.4± 1.0%
LIVINGB 70.6± 2.7% 0.2± 0.4%
CITY 70.0± 3.3% 1.4± 2.6%
KG 67.2± 4.7% 0.8± 0.7%

noise types (cf. Table 2) from the QUT-Noise database [31]. To
examine whether the noise type used for augmenting the data
affects the adversarial robustness, the CNN-based approach
is trained on speech samples augmented with each individual
noise type at an exemplary broadband SNR of 15 dB. Adver-
sarial perturbations for these noisy samples are then generated
using an exemplary SNR budget of 60 dB, which is 4 times
higher than the SNR of the noisy samples, resulting in pertur-
bations that are fully imperceptible.

Table 2 presents the accuracy obtained by the CNN-based
approach (trained on noisy samples) for both noisy test sam-
ples and adversarially perturbed noisy test samples. It can be
observed that the performance on noisy test samples consider-
ably decreases when compared to the performance on clean test
samples (cf. Table 1), although the same noise type and SNR
is used for training and testing. Most importantly, it can be ob-
served that independently of the noise type used for augmenting
the data, the adversarial accuracy is remarkably low. These re-
sults indicate that the pathology-discriminant features that the
CNN-based approach learns even in the presence of noise aug-
mentation are highly susceptible to small changes in the input.

5.5. Conclusion

In this paper we have investigated adversarial robustness of
two state-of-the-art pathological speech detection approaches,
i.e., the CNN-based and wav2vec2-based approaches. Pertur-
bations, generated using the PGD algorithm, have been evalu-
ated using speech enhancement metrics. Results have shown a
high vulnerability of these approaches to imperceptible pertur-
bations, with no considerable improvement achieved through
adversarial training. Analysis of the perturbations suggested
that these approaches may be learning irrelevant features from
high frequency components of speech. These findings empha-
size the critical need for robust automatic pathological speech
detection methods suitable for clinical deployment.
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