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ABSTRACT
In acoustic multichannel equalization techniques, generally
the length of the inverse filters is chosen such that exact in-
verse filters can be designed for perfectly estimated room im-
pulse responses (RIRs). However, since in practice the esti-
mated RIRs typically differ from the real RIRs, this choice of
the inverse filter length may not be optimal.

This paper investigates the effect of the inverse filter
length on the robustness of acoustic multichannel equaliza-
tion. A mathematical link between the inverse filter length
and robustness to channel estimation errors is provided. Ex-
perimental results for speech dereverberation show that using
shorter inverse filters yields similar or higher performance for
all considered multichannel equalization techniques, while
reducing the computational complexity of the inverse filter
design.

Index Terms— acoustic multichannel equalization, ro-
bustness, channel estimation errors, dereverberation

1. INTRODUCTION
In teleconferencing applications, voice-controlled systems,
and hearing aids, the recorded speech signals are often cor-
rupted by reverberation, resulting in a distant and spectrally
distorted sound. In order to mitigate the effects of reverber-
ation, several approaches have been developed which can be
broadly classified into speech enhancement and acoustic mul-
tichannel equalization techniques [1]. Speech enhancement
techniques such as the linear prediction [2] or the spectral
subtraction approaches [3] directly exploit the effects of re-
verberation on the recorded speech, whereas multichannel
equalization techniques are based on estimating and inverting
the room impulse responses (RIRs) between the source and
the microphone array [4, 5].

A well-known multichannel equalization technique is the
multiple-input/output inverse theorem (MINT) which aims to
recover the anechoic speech signal [4]. However, such an ap-
proach has been shown to be very sensitive to small fluctua-
tions in the estimated RIRs, resulting in severe distortions in
the output signal [6]. In order to increase the robustness to
channel estimation errors, partial multichannel equalization
techniques such as relaxed multichannel least-squares (RM-
CLS) [7], channel shortening (CS) [8], and partial multichan-
nel equalization based on MINT (P-MINT) [5] have been in-
vestigated, which aim to shorten the overall impulse response
such that only the reverberant tail is suppressed. While RM-
CLS and CS put no constraints on the remaining direct path

and early reflections, the P-MINT approach is perceptually
advantageous since it aims to also control the remaining filter
coefficients (i.e. direct path and early reflections) after short-
ening. In [5] and [7] it has been experimentally validated that
such a relaxed constraint for designing inverse filters as com-
pared to complete channel equalization leads to a significant
increase in robustness in the presence of channel estimation
errors.

The length of the inverse filters in all aforementioned
techniques has been conventionally chosen such that ex-
act inverse filters can be constructed for perfectly estimated
RIRs. In this paper, the effect of the filter length on the per-
formance/robustness of acoustic multichannel equalization is
investigated. It is shown that using a shorter inverse filter than
conventionally used increases robustness to estimation errors
as well as makes the inverse filter design computationally
more efficient.

2. ACOUSTIC MULTICHANNEL EQUALIZATION

Consider an acoustic system with a single source and M mi-
crophones as depicted in Fig. 1. The m-th microphone signal
at time index n is given by hm(n) ∗ s(n), where ∗ denotes
the convolution operation, s(n) is the clean speech signal,
and hm(n) denotes the room impulse response between the
source and the m-th microphone, which can be described in
vector notation as

hm = [hm(0) hm(1) . . . hm(Lh − 1)]
T
, (1)

with Lh its length and {·}T the transpose operation. Given
inverse filters gm of length Lg , i.e. gm = [gm(0) gm(1) . . .
gm(Lg − 1)]T , the output signal ŝ(n) is given by

ŝ(n) = s(n) ∗
M∑
m=1

hm(n) ∗ gm(n) = s(n) ∗ c(n), (2)
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Fig. 1. Multichannel equalization system



with the (Lh + Lg − 1) × 1-dimensional vector c defined as
the equalized impulse response (EIR) between the source and
the output of the multichannel equalization system. The EIR
can be expressed in terms of a matrix-vector multiplication as

c = Hg, (3)

with

H = [H1 H2 . . . HM ](Lh+Lg−1)×MLg
(4)

g =
[
gT1 gT2 . . . gTM

]T
MLg×1

, (5)

where Hm is the (Lh + Lg − 1) × Lg-dimensional convo-
lution matrix of hm and {·}p×q denotes the size of the ma-
trix/vector under consideration. The inverse filters g can then
be designed based on different objectives.
MINT. The multiple-input/output inverse theorem [4] aims
to achieve exact inverse filtering of RIRs up to a desired delay
τ by minimizing the least-squares cost function

J
MINT

(g) = ‖Hg − d‖22, (6)

with

d = [0 . . . 0︸ ︷︷ ︸
τ

1 0 . . . 0]T(Lh+Lg−1)×1. (7)

It has been shown in [4] that when the RIRs do not share
any common zeros in the z-plane and when Lg ≥ dLh−1

M−1 e,
exact inverse filters that perfectly invert the channel can be
computed as

gMINT = H+d, (8)

where {·}+ denotes the Moore-Penrose pseudo-inverse. Fur-
thermore, since the matrix H is full row-rank, its pseudo-
inverse can be computed as H+ = HT (HHT )−1 [9].

While MINT is very sensitive to channel estimation er-
rors, the partial multichannel equalization techniques pre-
sented in the following have been shown to be more robust.
RMCLS. The relaxed multichannel least-squares tech-
nique [7] aims at partial channel equalization by introducing
a weight vector in the least-squares cost function in (6), i.e.

JRMCLS(g) = ‖W(Hg − d)‖22, (9)

with W = diag{w}, and

w = [1 . . . 1︸ ︷︷ ︸
τ

1 0 . . . 0︸ ︷︷ ︸
Ld

1 . . . 1]T(Lh+Lg−1)×1, (10)

where Ld denotes the length of the direct path and early re-
flections (in number of samples), which is typically consid-
ered to be between 50–80 ms. This cost function aims at set-
ting the reverberant tail of the EIR to 0, while the first taps
corresponding to the direct path and early reflections are not
constrained. Inverse filters that minimize the cost function
in (9) are computed as

gRMCLS = (WH)+Wd. (11)

CS. Channel shortening aims at shortening the equalized im-
pulse response by maximizing the ratio of the energy in the
first Ld taps (i.e. direct path and early reflections) and in the
remaining taps (i.e. reverberant tail) of the EIR [8]. This opti-
mization problem can be expressed in terms of a generalized
Rayleigh quotient maximization problem, i.e.

J
CS

(g) =
gTBg

gTAg
, (12)

where

B = HTdiag{wd}Tdiag{wd}H (13)

A = HTdiag{wu}Tdiag{wu}H (14)

wd = [0 . . . 0︸ ︷︷ ︸
τ

1 . . . 1︸ ︷︷ ︸
Ld

0 . . . 0]T(Lh+Lg−1)×1 (15)

wu = 1(Lh+Lg−1)×1 −wd. (16)

Maximizing (12) is equivalent to solving the generalized
eigenvalue problem Bg = λAg, where the optimal filter g
is the generalized eigenvector corresponding to the largest
generalized eigenvalue λmax.
P-MINT. In order to achieve channel shortening and a more
direct control over the remaining filter coefficients in the EIR,
the partial channel equalization based on MINT technique [5]
uses the first part of one of the estimated RIRs as the target
response in (6), i.e.

J
P−MINT

(g) = ‖Hg − hd
m‖22, (17)

where

hd
m = [0 . . . 0︸ ︷︷ ︸

τ

hm(0) . . . hm(Ld − 1)︸ ︷︷ ︸
Ld

0 . . . 0]T(Lh+Lg−1)×1. (18)

Under the same conditions as in MINT exact inverse filters
that partially equalize the channel can be computed as

g
P−MINT

= H+hd
m. (19)

3. INVERSE FILTER LENGTH CONSIDERATION
In practice, the techniques reviewed in Section 2 compute in-
verse filters using the estimated convolution matrix Ĥ (con-
structed from the estimated RIRs ĥm) which typically differs
from the real convolution matrix H. To evaluate how sensitive
the computed inverse filters are to estimation errors, the con-
dition number of the estimated convolution matrix κ(Ĥ) can
be used [10] which is defined as the ratio between its largest
and smallest singular value, i.e.

κ(Ĥ) =
σ1(Ĥ)

σLh+Lg−1(Ĥ)
, (20)

with σi(·) the i-th singular value of the considered matrix and
1 ≤ κ(Ĥ) ≤ ∞. If κ(Ĥ) is large, the computed inverse filters
are very sensitive to small fluctuations in Ĥ.



For the sake of simplifying the notation, in the following
we denote

Lmin =

⌈
Lh − 1

M − 1

⌉
(21)

p = Lh + Lmin − 1 (22)
q = MLmin (23)
r = Lmin − Lg. (24)

To the best of our knowledge, inverse filters in acoustic multi-
channel equalization techniques [4, 5, 7] have been designed
using the inverse filter length Lmin, i.e. the p×q-dimensional
convolution matrix Ĥmin with p ≤ q. However, inverse filters
of length Lg < Lmin can also be designed using the (p−r)×
(q −Mr)-dimensional convolution matrix Ĥs. It should be
noted that Ĥs is a submatrix of Ĥmin, constructed by deleting
r rows andMr columns from Ĥmin. Since Lmin <

Lh−1
M−1 +1

and Lg+1 ≤ Lmin, it can be shown that (q−Mr) < (p−r).
Aiming at establishing a relation between the condition

numbers κ(Ĥmin) and κ(Ĥs), with κ(Ĥmin) = σ1(Ĥmin)

σp(Ĥmin)
and

κ(Ĥs) = σ1(Ĥs)

σq−Mr(Ĥs)
, we consider the following interlacing

inequalities between the singular values of a matrix and its
submatrices.
Interlacing Inequalities [11]. Given a u × v-dimensional
matrix A and a submatrix Al obtained by deleting a total of l
rows and/or columns from A,

σk(A) ≥ σk(Al) ≥ σk+l(A), (25)

with k = 1, . . . , min{u− l, v − l}.
In order to construct Ĥs, we first create an intermediate

(p − r) × (q − r)-dimensional submatrix T by deleting r

rows and r columns from Ĥmin. Applying the interlacing
inequalities to the singular values of Ĥmin and T leads to

σ1(Ĥmin) ≥ σ1(T) and σp−r(T) ≥ σp(Ĥmin). (26)

Furthermore, since Ĥs can be obtained by removing (M−1)r
columns from T, the interlacing inequalities applied to the
singular values of T and Ĥs yield

σ1(T) ≥ σ1(Ĥs) and σp−r−(M−1)r(Ĥs) ≥ σp−r(T). (27)

Combining (26) and (27),

σ1(Ĥmin) ≥ σ1(Ĥs) and σp−Mr(Ĥs) ≥ σp(Ĥmin). (28)

When Ĥmin is a square matrix1, i.e. p = q, then σp−Mr(Ĥs) =

σq−Mr(Ĥs) and it readily follows from (28) that

κ(Ĥs) =
σ1(Ĥs)

σq−Mr(Ĥs)
≤ σ1(Ĥmin)

σp(Ĥmin)
= κ(Ĥmin). (29)

1Ĥmin is a square matrix if (Lh − 1) is a multiple of (M − 1), which
has typically been the case in practice and can always be constructed in such
a way by choosing Lh appropriately. The case p < q remains a topic for
future consideration.

Fig. 2. Singular values of an estimated convolution matrix
Ĥmin and two submatrices of Ĥmin

Fig. 2 depicts the singular values of an estimated convolution
matrix Ĥmin constructed with Lh = 2000, M = 2, and thus
Lmin = 1999. Furthermore, the singular values of two sub-
matrices constructed using Lg = 100 and Lg = 1000 are also
presented. The first and last singular value of each matrix is
marked in order to illustrate the relations in (28). Therefore
using a smaller inverse filter length than Lmin is likely to de-
crease the condition number of the estimated convolution ma-
trix, and hence makes the inverse filter solution less sensitive
to perturbations. Using a shorter inverse filter can be consid-
ered as a method of regularizing the least-squares solution,
leading to a trade-off between equalization performance for
perfectly estimated RIRs and robustness to unknown channel
estimation errors. Moreover, designing shorter inverse filters
is not only desirable in terms of increasing the robustness of
acoustic multichannel equalization techniques to channel es-
timation errors, but also because of the lower computational
complexity.

4. EXPERIMENTAL RESULTS
In order to evaluate the effect of shorter inverse filters on
the performance of acoustic multichannel equalization algo-
rithms, we have used a measured 2-channel system with re-
verberation time T60 ≈ 600 ms as the true system to be equal-
ized. The sampling frequency is fs = 16 kHz and the simu-
lation parameters are τ = 0, Ld = 0.05fs (i.e. 50 ms), Lh =
2000, Lmin = 1999, and 100 ≤ Lg ≤ 1999. The true RIRs
are perturbed as in [12] to obtain ĥm(n) = [1 + e(n)]hm(n),
where e(n) is an uncorrelated Gaussian noise sequence with
zero mean and an appropriate variance, such that a channel
mismatch Em defined as

Em = 10 log10

‖hm − ĥm‖22
‖hm‖22

, (30)

is generated. The considered channel mismatch is Em =

−33 dB and the used target response in P-MINT is ĥd
1 .

The performance of the multichannel equalization algo-
rithms is evaluated by calculating the energy decay curve



Fig. 3. EDC obtained using MINT for inverse filter length
Lg = 100, Lopt = 1950, Lmin = 1999, and EDC of h1

Table 1. Performance of MINT for different Lg
Lg h1 100 1850 Lopt = 1950 1999
PESQ 2.33 1.95 1.68 2.12 1.92
C50 [dB] 5.59 4.72 0.23 0.65 1.02

(EDC) [1] of the equalized impulse response, defined as

EDCc(n)=10 log10
1

‖c‖22

Lh+Lg−2∑
j=n

c2(j), n=0, . . . , Lh+Lg−2. (31)

We additionally use the objective speech quality measure
PESQ [13] to estimate the perceptual speech quality, where
the reference signal used is s(n) ∗ hd1(n). It has been shown
in [14] that measures relying on auditory models such as
PESQ exhibit the highest correlation with subjective listening
tests when evaluating the quality of dereverberated speech.
Furthermore, the clarity index C50 defined as

C50 = 10 log10

∑0.05fs
n=0 c(n)2∑∞

n=0.05fs+1 c(n)2
(32)

is also used to evaluate the EIRs, since it gives a measure of
how much of the non-direct path energy will be perceived as
coloration instead of reverberation [1].

For illustration purposes, we compare the PESQ score
and clarity index for all considered multichannel equalization
techniques using Lg = 100, Lg = 1850, Lg = Lmin = 1999,
and Lg = Lopt, where Lopt is the inverse filter length which
yields the highest PESQ score. In order to avoid overcrowded
plots, the EDCs using only Lg = 100, Lg = 1999, and
Lg = Lopt are depicted.
MINT. Fig. 3 depicts the obtained EDCs using MINT for
different inverse filter lengths, where it can be seen that using
Lmin = 1999 fails to equalize the system. Furthermore, using
Lopt = 1950 does not improve its robustness, but at the same
time does not significantly influence the performance of the
algorithm. Given that MINT is very sensitive to channel esti-
mation errors, using very short inverse filters with Lg = 100
is the most robust solution, leading to a similar EDC as the

Fig. 4. EDC obtained using RMCLS for inverse filter length
Lg = 100, Lopt = 1350, Lmin = 1999, and EDC h1

Table 2. Performance of RMCLS for different Lg
Lg h1 100 1850 Lopt = 1350 1999
PESQ 2.33 2.08 2.75 2.96 2.78
C50 [dB] 5.59 8.86 34.01 34.35 33.97

original RIR. Such observations are also confirmed by the
clarity index and PESQ score values presented in Table 1.
RMCLS. Fig. 4 depicts the obtained EDCs using RMCLS
for different inverse filter lengths, where it can be seen that us-
ing very short inverse filters with Lg = 100 results in almost
no system equalization. On the other hand, using Lopt =
1350 yields a slightly higher energy in the direct path and
early reflections and a slightly lower reverberant tail than us-
ing Lmin = 1999. The insignificant performance increase
presented in Table 2 confirms that decreasing the filter length
in RMCLS does not affect the performance of the algorithm,
but similar performance can be achieved at a significantly
lower computational complexity.
CS. Fig. 5 depicts the obtained EDCs using CS for different
inverse filter lengths, where it can be noticed that even using
a very short inverse filter with Lg = 100 improves the re-
verberation suppression as compared to using Lmin = 1999.
Most importantly, with Lopt = 1850, a significant decrease
in the EDC level can be achieved, with the reverberant tail
being approximately 12 dB lower than when using Lmin. As
illustrated in Table 3, using shorter inverse filters in CS sig-
nificantly increases the quality of perceived speech and the
clarity index.
P-MINT. The performance of P-MINT using shorter inverse
filters than Lmin = 1999 is depicted in Fig 6. While very
short inverse filters result in almost no system equalization,
using an inverse filter length Lopt = 1800 leads to a signif-
icant increase in robustness, with the reverberant tail being
approximately 10 dB lower than when using Lmin = 1999.
Furthermore, the considerable performance increase is also
confirmed by comparing the PESQ score and the clarity in-
dex values in Table 4.

The presented experimental results show that decreasing
the inverse filter length in MINT and RMCLS yields similar



Fig. 5. EDC obtained using CS for inverse filter length Lg =
100, Lopt = 1850, Lmin = 1999, and EDC of h1

Table 3. Performance of CS for different Lg
Lg h1 100 1850 Lopt = 1850 1999
PESQ 2.33 2.03 3.92 3.92 3.32
C50 [dB] 5.59 14.80 21.67 21.67 9.28

performance at lower implementation costs, whereas in CS
and P-MINT a significant performance increase is achieved.

5. CONCLUSION
In this paper we have investigated the effect of the inverse
filter length on the performance/robustness of acoustic mul-
tichannel equalization techniques. A mathematical link be-
tween the inverse filter length and the robustness of equal-
ization techniques to channel estimation errors has been pro-
vided. Simulation results show that using shorter inverse fil-
ters than conventionally used yields similar performance for
MINT and RMCLS, while a significant performance increase
is achieved in CS and P-MINT at a lower computational com-
plexity.
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